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Dynamic Fusion of Human 

Observations and Sensor Data

This paper addresses the problem of combining human observations 
and sensor data for entity tracking and identification in dynamic 

environments. The complexity of the track-and-detect task for realistic 
applications requires dynamic fusion of sensor data and observations, and 
a semantic mediation approach is adopted. Moving targets are detected 
and classified based on sensor data. Soft data in the form of shor t 
messages are automatically processed to identify relevant information, to 
be associated with entities detected by sensors. While sensor data provide 
rows of numerical features, observations convey finer descriptions of 
entities and contextual information that is intuitively included by human 
sources when repor ting. A fusion system accommodates both sensor and 
soft input, and provides a unified framework for their effective integration. 
The system relies on semantic mediation to combine observations 
and sensor data and uses ontologies to create a bridge between two 
complementary representations of the same situation.
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Introduction

In dynamic environments, where entities of interest can be not only 
mobile, but also geographically dispersed, versatile and unpredict-
able, sensing devices come close to their limits of perception. Human 
sources are then a key feature to be considered, since they can pro-
vide finer input about entities.

Traditionally, fusion systems handled sensor and soft data fusion as 
two distinct problem sets, based on the intuition that track-and-detect 
applications seemed to be well supported by fusion of sensor data, 
while human reports and open sources are more suitable to analyze 
asymmetric threats in urban areas. The following example shows that 
the sensor vs. soft data dichotomy is out of date, and makes the 
case for a unified approach. Let us consider a convoy of vehicles 
that illegally crosses the border between two countries. As with any 
illegal crossing, an alarm is triggered and the entity is tracked by a 
sensor-fusion system. While the convoy approaches a city, one of 
the vehicles enters the urban area and losing its track is highly pos-
sible, since urban terrain has a very dense traffic and affects vis-
ibility and line-of-sight communications. Once track loss occurs, any 

eyewitness sighting or testimonies from bystanders during their day-
to-day activities can be of interest and the track-and-detect problem 
requires not only sensor based fusion, but rather a joint analysis of 
sensor and soft data. The task does not require qualified field ana-
lysts, but rather selecting people who are close to the incident and 
who may be opportunistic sources and provide meaningful input.

This paper presents a semantic approach to combine soft and sen-
sor data for entity tracking and identification. A general architecture 
was developed for information fusion, which creates a situation using 
sensor data and enriches this situation by taking into account obser-
vations. The reminder of the paper is organized as follows: Section 2 
presents related work on sensor semantics. Architecture of the sys-
tem and fusion cycles are discussed in Section 3. Section 4 presents 
approaches developed to process soft and sensor data. Semantic 
mediation is discussed in Section 5, along with the ontology created 
to support the overall approach and a practical illustration for entity 
identification. The last section concludes with a summary and direc-
tions for future work.
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Related work

The prevalence of heterogeneous systems and their use in applica-
tions ranging from health-care to urban traffic monitoring, or security 
and surveillance, are accompanied by an increase in the heterogene-
ity of devices connected and formats of data collected, processed 
and shared. For such systems, semantic technologies offer a way to 
manage heterogeneity, by providing a common interface to disparate 
sensors, combining their formats into a unified one and building a 
coherent view of data. 

Several research efforts have been conducted to build ontologies 
modeling sensors and sensor data, in order to develop techniques 
augmenting their output and approaches combining heterogeneous 
sources, as discussed hereafter. Modeling sensor ontologies is a 
major direction investigated to represent sensor location and sup-
ply, along with accuracy, type and frequency of observations in a 
machine-readable form. SSN is an ontology created by the Seman-
tic Sensor Networks Incubator Group1 offering descriptions of four 
related perspectives: sensor, observations, system and property [5]. 
The model focuses on what and how can be sensed, systems of 
sensors and their deployment, and the description of observations 
made at entity level or for particular properties. Sensor Web Enable-
ment (SWE) is a major initiative of the Open Geospatial Consortium 
(OGC)2 aimed at improving the capacity to discover relevant sensor 
data on the Web, through standardized interfaces and specifications, 
and creating the Semantic Sensor Web, an infrastructure that enables 
the interoperable usage of sensors by providing services for discov-
ery, accessing and identification based on sensor output augmented 
with spatial, temporal, and topic-specific semantic metadata [4]. A 
complement of the Semantic Sensor Web, Sensor Linked Data is a 
paradigm introduced by Janowicz and colleagues [13] to add interlink 
as a new challenge. The authors created a proxy delivering observa-
tions as Linked Data, connecting them with other data sources, and 
using ontologies and reasoners for observation alignment.

More related to the work presented in this paper, various research 
efforts consider the existing bridge between symbolic knowledge 
representations and raw data collected and measured by sensors. 
The concept of semantic perception is at the core of approaches 
developed to upgrade sensor output by attaching semantics to sensor 
data for enhanced interpretation [12]. The work of Jung [15] investi-
gates the implementation of semantic annotation procedures for sen-
sor streams. Roda and Musulin present in [24] an ontology-based 
framework to support intelligent data analysis of sensed data, while 
the construction of a complex situation using multi-layer ontologies 
is discussed in [22]. The BeAware framework [23] improves situa-
tion assessment by using ontologies and rules for spatial and tem-
poral reasoning. Following the same line, graph inferences are used 
in [21] to combine information provided by heterogeneous sources 
for security applications. Ontology mapping is used in [14] to create 
a bridge between two representations of the world: the set of features, 
as sensed by sensors, and the set of objects, as viewed by humans. 

Semantic mediation in sensor networks is addressed by 
Malewsky [17], who developed a semantic framework to improve 
matchmaking on sensor measurement and operating capabilities. 
A modularized Sensor Mediation ontology aligned to the SSN is at 

1 https://www.w3.org/2005/Incubator/ssn/
2 http://www.opengeospatial.org/

the core of the solution, and sensing entities and their attributes are 
modeled as instances of this ontology. Taking a step further, Bakillah 
and colleagues present in [2] a semantic mediation service that can 
support context-aware semantic mapping of sensor outputs and is 
adaptable to the dynamic of sensor metadata. The system integrates 
a set of empirical rules and rule-based reasoning mechanisms for 
semantic mediation.

From a different perspective, the rise of the Internet of Things (IoT) 
offers a wide application area for fusion methods able to discover 
potential knowledge from large amounts of perceptual informa-
tion [9]. For this emergent application context, semantic-based solu-
tions have been used to develop semantic-enhanced solutions for 
information retrieval [19], [20] to offer a shared understanding for 
event matching [11] or to support an integrated service platform in 
smart cities [18].

A more detailed discussion on pitfalls and challenges of heteroge-
neous fusion is presented in [7].

The research presented in this paper is in line with approaches devel-
oped for semantic mediation. While a generic ontology is used to 
provide uniform descriptions of both data extracted from observa-
tions and sensor output, reasoning mechanisms combine those aug-
mented results into a finer description of entities. 

A framework for heterogeneous fusion 

Entity tracking and identification 

Detection and classification of entities has a long tradition and exten-
sive literature. Knowing exactly where the entity is, eventually who 
that entity might be, and monitoring its trajectory in real-time, has 
already attracted a lot of interest from both academia and industrial 
communities.

The main problem of track-and-detect in realistic applications is the 
combination of the sensor-level detection reports and human obser-
vations. Track-and-detect is performed under dynamic conditions: 
trajectories of entities can be out of reach for sensors, and human 
observations arrive on an irregular basis. Not surprisingly, results are 
impacted by the quality of the sensor algorithms for detection and iden-
tification, as well as by the ability to efficiently combine sensor output 
and human reports. In other words, the system should rely upon a 
mediation layer allowing for the sensor and human reports to share as 
precisely as possible the meaning of the information conveyed. 

Definition of a situation and situation assessment 

To avoid terminological confusion, in this work the term entity refers 
to vehicles, persons, or convoys in the real world. The outcome of the 
fusion is a situation assessment, to be provided to men in the field 
involved in operations or to commanders in tactical and operational 
headquarters. 

Each entity is described as a vector of features, which, according 
to the sensor data used in the fusion process, provides the position 
and kinematics of the entity, its type and also relations to contex-
tual information, such as geographical features (roads, airways) or 
to other entities in the situation. An entity is described as a set of 

https://www.w3.org/2005/Incubator/ssn/
http://www.opengeospatial.org/
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states, representing the knowledge of this entity at any moment in 
time during the surveillance task. Entity state gathers the estimated 
features and additional information related to traceability and informa-
tion assessment, such as state likelihood, for instance. 

Let iE  be an entity, having a set of states kES , with 
( ), , ,k k k k kES t K Tr A=  , a time stamped vector of features, com-

posed of the knowledge kK  including kinematics, nature and addi-
tional properties, the traceability kTr  to observations used to produce 

kK  and the assessment kA  of kK , represented as a probability, a 
likelihood or even as a simple confidence score. Entity states can be 
built upon sensor-based data and soft observation reports: this only 
depends on the ability of the algorithms to associate these observa-
tions with a given entity. A situation of n entities is defined as the union 
of the set { }, 1, ,p p nE ∈ 

 and the set of p+q collected observations 

{ } { }{ }, 1, , , 1, ,,sensor soft
i i p j j qO O∈ ∈ 

, some of which could be false alarms, or inac-

curate or misleading reports. 

Situation assessment combines information from multiples sources 
to reason about several entities over a range of time horizons. Often 
the situation is described by a collection of tracks, where a track is a 
temporal sequence of entity states and it is generally developed for 
individual or group entities, such as persons or vehicle convoys. 

General architecture and cycles of dynamic fusion 

The framework developed for heterogeneous fusion was designed to 
support field practitioners with the ability to select among various 
technological blocks or to implement new ones in a dynamic envi-
ronment that demands innovative solutions for increasingly complex 
challenges. Figure 1 shows the general architecture of the framework.

Soft 
Data

Situation

Operator

Correlation

Tracking

Identification

Sensor 
Fusion

Sensor/  
Soft 

Fusion
Estimation

Sensor 
Data

Figure 1 – General architecture for information fusion

For this work, the types of sources available include ground moving 
target indicator (GMTI), infrared and visible light imaging (IMINT), and 
signal intelligence (SIGINT) sensors. All of these sensing modalities 
generate elements that can be described by mathematical and numer-
ical or symbolic representations (e.g., using a universe of discourse), 
and serve as inputs to automated processing procedures. Sensor 
measurements result in observations of objects, for which they 
provide information about properties like location, speed or signal 

characterization when these objects are electromagnetic emitters. 
Soft information derived from human or open source is fundamen-
tally different in that its content is often more qualitative and requires 
additional context elements for complete human interpretation. As 
shown in Figure 1, heterogeneous fusion is carried out by means of 
two information fusion cycles. The core is a sensor-based kernel that 
provides several processes for entity correlation and tracking, along 
with estimation of their states. 

The kernel implements a short-time classical tracking algorithm, since 
data are provided by sensors on a regular frequency. The outcome 
is a situation, whose entities are described by their spatio-temporal 
coordinates and their kinematics. At this stage, the type of entities is 
also estimated but only using sensor-based data. 

The second layer of this architecture enriches the situation by inte-
grating soft-data elements on a stream and irregular basis, as they 
become available. The enrichment is aimed at refining the states of 
entities by adding supplementary attributes, such as allegiance and 
military or civilian nature. Heterogeneous fusion can be considered 
as a long-time fusion cycle, triggering specific processes as soft-
data observations arrive. Those processes first provide matching 
mechanisms to assign soft-data observations to entities of the situa-
tion and then perform fusion strategies in order to combine elements 
of entity states with items extracted from soft data. The approach is 
implemented by using a generic development and execution frame-
work  [16] providing a collection of basic algorithmic building-blocks 
for information fusion.

Processing and fusion of sensor data and observations

Extraction of features from sensor data

The features that can be extracted from sensor data, although limited, 
are heterogeneous due to the different types of deployed sensors. 

GMTI sensors are radars with specific signal processing leveraging 
the Doppler effect which can provide information about moving tar-
gets, mainly related to their kinematic state (location and speed in the 
direction of the sensor) and sometimes some classification informa-
tion from signal analysis, limited to rough classes of identification, 
such as rotating objects (e.g., helicopter blades), tracked vehicles 
such as Tanks, or wheeled vehicles. The location is provided in range 
and azimuth and possibly in elevation for a 3-D radar, with associated 
imprecision in each of these dimensions, which can be quite large for 
azimuth information. The speed is also partially retrieved due to the 
fact that only one-dimensional information can be acquired, related to 
the line of sight between the radar and the detected object. 

IMINT information is related to imagery or video acquired in diverse 
wavelengths (visible, or infrared), which may be further exploited 
through an automated extraction and tracking device and annotated by 
an operational user. Some sensors are also able to perform tracking 
on a given object, thus providing track information about the object 
with location and speed attributes. The operator can then complement 
this information with precise classification information.

SIGINT information is related to either the detection and localization of 
specific emitters (e.g., radars) or the interception of communication 
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information between several actors. Through the use of several 
receivers or a maneuvering receiver, the location of emitters and spe-
cific technical information can be extracted.

From the set of items sent by these various types of sensors, a corre-
lation scheme can be set up based mainly upon kinematic information 
to perform the right association between these detections, so there 
are a limited number of duplicated tracks related to the same real 
entity. From this association, a combined estimation of attributes is 
performed, which leads to a more precise kinematic information and, 
if available, a rough estimate of the type and hostility of the entity. Dif-
ferent methods, using mainly Bayesian, evidence theory or heuristic 
techniques, are involved to combine classification results from these 
detections. 

Identification of properties from soft data

Processing of soft data identifies properties of entities within natural 
language messages. Messages also have a heterogeneous content, 
and can provide insight on different aspects, such as entity location, 
and evolution. The methods developed extract binary association 
attribute-value from messages, which can be easily modeled as prop-
erties of entities and integrated into entity states. Attributes specify 
the type (vehicle, bus, person, etc.), allegiance (foe, friend, neutral) 
or nature (civilian, military, insurgent, etc.) of entities.

Attributes are identified from soft data by using a text-mining approach 
based on collocation identification. Collocations are associations of 
words that co-occur frequently within the same sentence, whether 
because the meanings of words are related to each other (e.g., vehi-
cle- road, car-driver) or because the two words make up a compound 
noun (car stop, subway station). The extraction algorithms focus 
on collocations composed of two words, also called bi-grams. The 
method developed to extract collocation is shown in Figure 2. 

Linguistic analysis

Lexical filtering

Properties

Set of transactions

Extraction of  
collocations

Semantic annotation

Collocations X, Y

{ }1 2, , , nT t t t= 

Figure 2 – Processing of soft data

Linguistic analysis reprocesses documents to split texts and filter 
stop words, and perform lexical normalization. Lexical normaliza-
tion identifies and removes lexical heterogeneities, which appear 
as the same type of information provided by different lexical forms, 

and concern namely: date/ time expression (11 November 2011 vs. 
11/11/2011); currency; geographical coordinates; metric units (m vs. 
inch); expression of quantifiers (two vs. 2 vehicles) and abbreviations 
(poss. vs. possible). Linguistic analysis also concerns the identifica-
tion of sentence boundaries and performs tokenizing, while filtering 
a list of stop words. The output of this phase is a set of transac-
tions, where each transaction is a sentence whose items are words. 
The set of transactions is the input for the next step. Collocations are 
generated by using a window placed over a sentence, such that two 
words are analyzed at a time by moving the window from the first to 
the last word of the sentence, see Figure 3.

Collocation 1

Unknown vehicle moving east.

Collocation 3Collocation 2

Figure 3 – Extraction of collocations

Because simply taking the entire list of collocations captures an 
excess of extraneous and incoherent information, additional process-
ing is needed to filter relevant word associations thanks to semantic 
annotation.

Semantic annotation is performed automatically, using procedures 
based on lexical similarities, which associate a real number with a 
pair of words. Lexical similarity offers a measure of the degree to 
which two words are similar and are used to label a collocation by 
ontological concepts. The hierarchy of concepts allows the attribute 
part of the association to be retrieved. Thus, given a concept C con-
sidered as value, the associated attribute is identified as the least 
specific concept subsuming Property and generalizing C, as shown 
in Figure 4.

Collocation:
Unknown jeep

Attribute concept
Type

Value concept
Jeep

Figure 4 – Semantic annotation

For instance, the collocation unknown bus will be matched to the set 
(Bus, Bus, Type), since unknown is not assigned to a concept, while 
the insurgent vehicle is annotated by (Vehicle, Vehicle, Type) and 
(Insurgent, Insurgent, Allegiance), since both Vehicle and Insurgent 
are concepts of the ontology. 

At the end of this phase, annotations of collocations are generated in 
the form of tuples: 

( ), ,i i i iA W C T=  where iA  is the annotation of item i, iW  is a word, 
part of a collocation, iC , is a concept assigned to iW  by lexical 
similarities, and iT  is the category of iC , as identified by inferences. 
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Integration of sensor data and observations 

The overall solution for human observations and sensor data inte-
gration is summarized in Figure 5 and consists of the assignment 
of observations sent by humans to entities created by sensor data 
processing. Soft data used are brief human reports, conveying infor-
mation about entities in the field. Among those entities, some could 
be of interest, already detected and eventually tracked by sensors. 
Information extracted from incoming soft reports will not be consid-
ered for tracking purposes; instead, it will help human-operators to 
have a better description of the situation.

Assignment of human observations to entities of the situation is car-
ried out in the light of spatio-temporal correlation. Given that observa-
tions are associated with a timestamp and have specific locations, 
this method first estimates a correlation coefficient to describe the 
probability of a human observation to be assigned to ie , an entity of 
the situation. The current states of ie  along with its previous states 
are taken into account for this estimation, since soft observations 
are not necessarily synchronized with the current situation. Results 
of this estimation are then ranked and the observation maximizing 
the value is selected and added to the set of observations associated 
with ie .

This combination of soft and sensor data is supported by the fusion 
architecture.

Semantic mediation

Semantic mediation relies on using a domain ontology to describe 
data semantics, and implementing semantic annotation procedures to 
associate sensor output and human observations with corresponding 
elements of the domain ontology along with reasoning mechanisms 
for data integration. 

While spatio-temporal association enriches the overall situation by 
adding a set of human observations, semantic mediation is used at 
entity level to enable the fusion of sensor data and observations. 

Semantic mediation is implemented as a process allowing data pro-
vided by different types of sources to be combined and a domain 
ontology is at core of this process, as shown in Figure 6.

The role of the mediation process is to integrate relevant observations 
to sensor inferred entities according to a shared semantics modeled 
by a domain ontology and to master the gap between low-level fea-
tures and richer conceptual descriptions of each entity. Ontologies, as 
introduced by Gruber [10], are formal domain descriptions defined 
as: ( ), , ,C RO C R H H=  having: C a set of concepts, R a set of rela-
tions, CH  and RH  hierarchies defining a partial order over the set 
of concepts and relations, respectively. The ontology used for this 
work was created by using a top-down approach. The development 
began with a preliminary conceptualization, where a list of high-level 

Report 1

Streaming 
evidence

Assign

Fuse

Soft Data

Situation

Report 2

Report 3

Report 4

Figure 5 – Combining soft and sensor data

Sensors 
World of features

Human Sources 
World of objects

Figure 6 – Semantic mediation
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concepts was identified by using the MIM Information Model (MIM)3. 
The hierarchy of concepts was iteratively enriched by adding new 
classes. The result is a domain ontology composed of 31 concepts, 
see Figure 7.

ACTION
involvedIn

hasActor

hasRole

hasType

hasAllegiance

hasNature

Property

TASK

PERSON

OBJECT

ROLE

Type

CAPABILITY

Allegiance

Nature

ORGANIZATION

Entity

Figure 7 – Semantic mediation

Main classes are Entity, Action and Property. The ontology also has 
6 object properties, to make explicit interactions between classes. 
Thus, hasActor (Event, Entity) models the association of an Entity with 
an Event and its reversed relation is involvedIn (Entity, Event). The four 
remaining relations associate entities and their properties: hasRole 
(Entity, Role), hasType (Entity, Type), hasNature (Entity, Nature) and 
hasCapability (Entity, Capability). All developments and testing were 
carried out using Protégé4, and the ontology is represented in OWL 
DL, a description logic [1] sub-language of OWL [6].

Refinement of entity states 

In the surveillance problem described in this paper, complementary 
and overlapping inputs exist. Sensor processing has the capacity to 
identify the type of entities, which is then added to the entity state in 
the form of a tuple attribute, value-of-attribute, for instance type, bus. 

Sensors classify entities based on their measured features and by 
using some supervised methods for classification, which provide a 
limited number of categories. Besides having a limited number of cat-
egories, sensor processing also has its own detection limitations, and 
more subtle aspects such as the allegiance of entities are out of reach 
for their sensing capabilities.

Fusion of sensor and soft data is twofold: first, complementary prop-
erties extracted from human reports are added to states of entities; 
second, the type of entities is updated by taking into account the type 
of entities as stated by sensor processing and the type as extracted 
from soft data. In order to update the type, reasoning mechanisms 
are used to combine attributes of entities. More specifically, given 
that operators are interested in having a more precise description of 
entities, reasoning procedures identify the most specific concept of 
both type labels. This concept is then used to describe the entity, as 

3 https://www.mimworld.org/portal/projects/welcome/wiki/Welcome
4 https://protege.stanford.edu/

illustrated in Figure 8, where the final state of the entity highlights the 
type bus, as a concept more specific than vehicle. 

Obs1: 
Type = Bus

Entity state: 
Type = Vehicule

Fusion 
Type = Bus

Figure 8 – Inference for type refining

Observations can be noisy, incomplete and sometimes irrelevant, and 
the inference mechanism fails to identify the most specific concept 
of both type labels. In this case, fusion provides inconclusive results. 
Inconclusive inference is due to contradictions between sensor 
reports and observations, or accidental associations of observations 
with entities. When successful, the result of fusing soft and sensor 
data at entity level is a more specific identification of the type of enti-
ties, and the enrichment of their state thanks to additional properties 
that cannot be inferred by sensor processing. 

Practical validation and evaluation metrics 

An experimental track-and-detect scenario was adopted to provide a 
valid proof-of-concept of the fusion system. The scenario involves a 
multi-sensor multi-tracking task with a network of sensors, several 
observers and a main information fusion functionality. 

A total of 20 observations sent by operators on the ground were 
used, in addition to 204 GMTI reports, 12 COMINT reports, 7 ELINT 
reports and 5 IMINT reports. At entity level, properties extracted from 
soft data describe allegiance (friend, foe, insurgent), type and nature 
(civilian, military), as shown in Figure 9. 

Figure 9 – Processing observations: type, nature, allegiance

Sensor data is provided as formatted reports integrating position, 
time, type and potential subtype of an observed entity. Some addi-
tional features may also be present, such as vehicle color or even 
the vehicle identification number. Observations are in the form of 
structured reports, having a natural language paragraph to summa-
rize information collected by human sources. After feature extraction 
from text and fusion of items, the type of entity is updated (Tank) and 
its hostility is identified (HO). Over time, 102 entities are detected 
and tracked in the situation. Although using an experimental scenario 
offers a basis to evaluate whether or not the system meets its objec-
tives, a formal evaluation is needed to estimate the impact of using 
semantic mediation to support heterogeneous fusion. Since media-
tion affects both entity states and the overall situation, information 

https://www.mimworld.org/portal/projects/welcome/wiki/Welcome
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gain and quality of service introduced in [3] to characterize situation 
assessment are metrics able to quantify this impact. 

Information gain is a criterion intended to capture the value added 
to entity states after updating their descriptions by using semantic 
inferences. Information gain is the ability of the system to provide 
improvements, and its values can be assessed by taking into account 
the number of additional properties added to entities and the quality 
of their type. 

Information gain is defined assuming that changing the state of enti-
ties by integrating observations improves the description of entities, 
as follows: 

 cNInfoGain
N

=  (1)

where CN  is the number of entities whose states are affected by 
observations, and N is the overall number of entities of the situation. 
Values of information gain are between 0, when observations are not 
related to entities of the situation, and 1, when ideally states of all 
entities are updated.

Quality of service is a criterion used to characterize the quality of situ-
ation assessment and encompasses aspects related to timeliness, 
uncertainty of the overall picture, and quality of individual descriptions 
at entity level. Nevertheless, uncertainty can also arise at the situation 
level, since soft and sensor data can provide contradictory informa-
tion items. 

Quality of service takes into account the number of failures due to 
inconclusive fusion: 

 
c

UQoS
N

=  (2)

where CN  is the number of entities whose states are affected by 
observations, and U is the number of valid inferences. QoS ranges 

between 0, when all inferences for type refinement are inconclusive, 
and 1, when they are valid.

The values of information gain and quality of service at the end of the 
scenario are 0.047 and 1, respectively. For this experimentation, all 
inferences for type refining are valid and low values of information 
gain are directly related to the small number of entities affected by 
incoming observations.

Conclusion and future work

This paper tackles challenges arising when combining sensor data and 
human observations in dynamic environments, and argues that seman-
tics provide a basis to augment results provided by sensors, facilitating 
their fusion with items extracted from observations. More particularly, 
the authors describe how semantic annotation of both soft and sen-
sor items allows the implementation of reasoning mechanisms and 
improves the overall situation to be presented to human operators. From 
a practical standpoint, a unified fusion framework allows the integration 
of sensor rows and human observations, and offers specific procedures 
to extract information in an unsupervised way from sets of numerical 
values and textual reports. Assuming that results are compliant with an 
ontological description, reasoning mechanisms are then applied for the 
automated mediation of information items extracted from heterogeneous 
data. While enriching description of entities, the approach provides a 
way to adapt to an evolving context, since ontology-based models 
can be consistently modified to keep peace with the latest evolutions 
in the field. The long-term vision underlying this research is to enable 
on-the-fly integration of human observations in various systems already 
capable of processing sensor data, and the expected result is a roadmap 
towards a semantically-enabled heterogeneous fusion. The main diffi-
culty is the implementation of reasoning mechanisms flexible enough to 
match features extracted from human observations and sensor data. In 
the short term, the use of semantics to identify, not only entities, but also 
relationships, is currently under analysis [8] 

References 

[1] F. BAADER - The Description Logic Handbook: Theory, Implementation and Applications. Cambridge University Press, 2003.

[2] M. BAKILLAH, S. H. LIANG, A. ZIPF, M. A. MOSTAFAVI - A Dynamic and Context-Aware Semantic Mediation Service for Discovering and Fusion of 
Heterogeneous Sensor Data. Journal of Spatial Information Science, 2013(6), 155-185, 2013.

[3] E. BLASCH, P. VALIN, E. BOSSE - Measures of Effectiveness for High-Level Fusion. Information Fusion (FUSION), 2010 13th Conference on (pp. 1-8). 
IEEE, July 2010.

[4] A. BRöRING, J. ECHTERHOFF, S. JIRKA, I. SIMONIS, T. EVERDING, C. STASCH, R. LEMMENS - New Generation Sensor Web Anablement. Sensors, 
11(3), 2652-2699, 2011.

[5] M. COMPTON, P. BARNAGHI, L. BERMUDEZ, R. GARCíA-CASTRO, O. CORCHO, S. COx, V. HUANG - The SSN Ontology of the W3C Semantic Sensor 
Network Incubator Group. Web semantics: science, services and agents on the World Wide Web, 17, 25-32, 2012.

[6] M. DEAN, G. SCHREIBER, S. BECHHOFER, F. VAN HARMELEN, J. HENDLER, I. HORROCKS, L. A. STEIN - OWL Web Ontology Language Reference. 
W3C Recommendation February, 10, 2004.

[7] V. DRAGOS, K. REIN - Integration of Soft Data for Information Fusion: Pitfalls, Challenges and Trends. Information Fusion (FUSION), 17th International 
Conference on (pp. 1-8). IEEE, July 2014.

[8] V. DRAGOS, S. GATEPAILLE, x. LEROUVREUR - Refining Relation Identification by Combining Soft and Sensor Data. Information Fusion (FUSION), 19th 
International Conference on (pp. 2139-2146). IEEE, July 2016.

[9] F. WANG, L. HU, J. ZHOU, J. HU, K. ZHAO - A Semantics-Based Approach to Multi-Source Heterogeneous Information Fusion in the Internet of Things. 
Soft Computing, 21(8), 2005-2013, 2017.

[10] T. R. GRUBER - A Translation Approach to Portable Ontology Specifications. Knowledge acquisition, 5(2), 199-220, 1993.



Issue 15 - September 2020 - Dynamic Fusion of Human Observations and Sensor Data 
 AL15-01 8

[11] S. HASAN, E. CURRY - Approximate Semantic Matching of Events for the Internet of Things. ACM Transactions on Internet Technology (TOIT), 14(1), 
2, 2014.

[12] C. HENSON, A. SHETH, K. THIRUNARAYAN - Semantic Perception: Converting Sensory Observations to Abstractions. IEEE Internet Computing, 16(2), 
26-34, 2012.

[13] K. JANOWICZ, A. BRöRING, C. STASCH, S. SCHADE, T. EVERDING, A. LLAVES - A Restful Proxy and Data Model for Linked Sensor Data. International 
Journal of Digital Earth, 6(3), 233-254, 2013.

[14] A. L. JOUSSELME, V. DRAGOS, A. C. BOURY-BRISSET, P. MAUPIN - Same World, Different Words: Augmenting Sensor Output Through Semantics. 
Information Fusion (FUSION), Proceedings of the 14th International Conference on (pp. 1-8). IEEE, 2011.

[15] J. J. JUNG - On Sustainability of Context-Aware Services Among Heterogeneous Smart Spaces. J. UCS, 16(13), 1745-1760, 2010.

[16] x. LEROUVREUR, F. DAMBREVILLE, V. DRAGOS - Principles of a Unified Framework for Heterogeneous Information Fusion and Assessment. Military 
Communications and Information Systems Conference (MCC), 2013 (pp. 1-8). IEEE, 2013.

[17] C. MALEWSKI, A. BRöRING, P. MAUé, K. JANOWICZ - Semantic Matchmaking & Mediation for Sensors on the Sensor Web. IEEE Journal of Selected 
Topics in Applied Earth Observations and Remote Sensing, 7(3), 929-934, 2014.

[18] M. RYU, J. KIM, J. & YUN - Integrated Semantics Service Platform for the Internet of Things: A case Study of a Smart Office. Sensors, 15(1), 2137-
2160, 2015.

[19] x. Su, J. Riekki, J. K. Nurminen, J. Nieminen, M. Koskimies - Adding Semantics to Internet of Things. Concurrency and Computation: Practice and 
Experience, 27(8), 1844-1860, 2015.

[20] F. ZHAO, Z. SUN, H. JIN - Topic-Centric and Semantic-Aware Retrieval System for Internet of Things. Information Fusion, 23, 33-42, 2015.

[21] V. CARLETTI, R. DI LASCIO, P. FOGGIA, M. VENTO - A Semantic Reasoner using Attributed Graphs Based on Intelligent Fusion of Security Multi-Sources 
Information. International Workshop on Activity Monitoring by Multiple Distributed Sensing (pp. 73-86). Springer, Cham, 2014.

[22] F. P. PAI, L. J. YANG, Y. C. CHUNG - Multi-Layer Ontology Based Information Fusion for Situation Awareness. Applied Intelligence, 46(2), 285-307, 2017.

[23] N. BAUMGARTNER, S. MITSCH, A. MüLLER, W. RETSCHITZEGGER, A. SALFINGER, W. SCHWINGER - A Tour of BeAware – A Situation Awareness 
Framework for Control Centers. Information Fusion, 20, 155-173, 2014.

[24] F. RODA, E. MUSULIN - An Ontology-Based Framework to Support Intelligent Data Analysis of Sensor Measurements. Expert Systems with Applications, 
41(17), 7914-7926, 2014.

AUTHORS

Valentina Dragos is a research scientist and member of 
the Department of Information Modeling and Systems at 
ONERA, the French Aerospace Lab. Valentina received 
her Masters and PhD degrees in Computer Science from 
Paris V University, and her research interests are related 

to topics in the field of symbolic artificial intelligence, natural lan-
guage processing, semantic technologies and automated reasoning. 
Since joining ONERA in 2010, Valentina has contributed to national 
and European projects focused on crisis management, maritime 
awareness and cyber terrorism. Applications of her research include: 
semantic interoperability for command and control systems, engi-
neering of symbolic data for situation assessment, and exploration of 
social media and cyberspace.

Sylvain Gatepaille joined Airbus Defence and Space in 
1995, and he currently holds an Airbus senior expert po-
sition in the data analytics and information fusion do-
main in the Intelligence division. His current research 
interests are related to heterogeneous data fusion, track-

ing and classification, as well as data analytics software development 
for anomaly and misinformation detection. Sylvain has contributed to 
various projects, including national, European, EDA and NATO proj-
ects, in the field of information fusion. He was an active member of 
the NATO work group dedicated to data fusion standardization, and he 
has published various articles in scientific conference publications 
and journals. Sylvain is currently the technical leader of the FusionLab 
toolset provided by Airbus Defence and Space.


